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Abstract—Currently, there is a growing attention toward developing efficient hardware convolutional blocks for several applications such as computer vision or image processing. Recent works have shown that using binary values in convolutional blocks can considerably reduce the overall power consumption while achieving a high degree of accuracy. In parallel, some works employed resistive random-access memory (RRAM) as an in-memory accelerator to directly store the convolution kernels and perform analog dot product operations in the array, reducing the overall power consumption by limiting the number of memory accesses. However, such architecture is hampered by the limited resistance precision and large intrinsic variability of RRAMs. In this paper, we present a purely digital robust RRAM-based convolutional block using single-ended XNOR sensing capable of performing dot product operations in a single cycle. By carefully considering physical design and RRAM limitations at the 28-nm technology node, our architecture can tolerate a resistance window as low as 1.09, ensuring reliable operations even under a high RRAM variability ($\sigma/\mu = 25\%$ for a resistance window between both states around 50). When integrated in ISAAC, a state-of-the-art learning accelerator, our block can reduce the power by 2.7x while guaranteeing robust operations.

Index Terms—Resistive memory, binary neural network, convolution, reliability, circuit design, low-power.

I. INTRODUCTION

Convolution is a crucial operation in many image processing and computer vision applications. For instance, convolution is widely used in the image processing domain for edge detection [1], erosion and dilation [2], etc.
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In addition, convolution is a key component in machine learning techniques based on Convolutional Neural Networks (CNNs) such as image classification [3] or speech recognition [4]. However, convolution is a costly operator since it involves a significant amount of data movement between the computation unit and the memory which can be more expensive than the computation itself [5]. Therefore, architectures using convolutional blocks are generally unsuitable for smaller devices like embedded systems and smartphones due to their high power consumption. Consequently, several energy-efficient hardware accelerators have been proposed [6]–[10], making them more suitable for Internet-of-Things devices.

To further reduce the overall energy consumption of such systems, some recent works [11]–[15] on Binary Neural Networks (BNNs) have opened the paths to more efficient convolutional blocks. By using binary values (−1 and +1) instead of floating-points precision for both the input and kernel matrices, the multiply-accumulate units can be replaced by simple binary XNOR and bitcount blocks, considerably reducing the necessary computational resources and memory transfers while keeping a high accuracy (less than $\approx 10\%$ reduction) compared to the full precision implementations.

In parallel, recent works proposed to use Resistive Random-Access Memory (RRAM) [13], [14], [16]–[22] passive crossbars in order to reduce the number of data transfers by storing the filter (in this paper, we will use both kernel and filter denotations) value as RRAM resistance and realize in-memory computation at the same time. Such arrays can be used for analog dot product, the analog output current being a sum of product depending on the RRAM resistances and the input voltages, according to Kirchoff’s law. In this way, less data movements are required since there is no need to move the filter values to the computation unit. However, such architecture is greatly limited by the technology of RRAM, which suffers from device to device variability [23] or sneakpath current when reading [24] and limitations from the architecture such as the high-precision current sensing requirement [25] or noise [26]. In addition, most of recent works mainly focused on the architectural level while physical design and realistic array assumptions were not fully considered.
In this paper, we address those challenges by proposing a convolutional engine that performs digital dot products between binary input vectors and binary local weights without relying on an analog sum of currents. By using RRAMs and binary values, our engine can be integrated into BNNs, greatly reducing the overall energy while ensuring a high accuracy. Compared to previous works [13]–[15] and to the best of our knowledge, we propose for the first time to fully digitalize the RRAM-based dot product and show that it is capable of robust operations at the circuit level. We thoroughly validated our convolutional engine at the circuit and architecture levels by using a 28 nm Fully Depleted Silicon On Insulator (FDSOI) technology node. The contributions of this work are:

- Our design can tolerate a resistance window as low as 1.09, ensuring reliable operations even under a high RRAM variability ($\sigma/\mu = 25\%$ for a resistance window between both states around 50);
- Our architecture can greatly reduce the energy, up to 2.23× when compared to a conventional Complementary Metal Oxide Semiconductor (CMOS)-based Multiply Accumulate (MAC) for a standard image processing application;
- Our block can be used to accelerate the inference phase of ISAAC, a state-of-the-art hardware accelerator with in-situ analog arithmetic in crossbars [16], reducing the power consumption by 2.7×.

The rest of this paper is organized as follows: Section II provides some technical background about RRAM technology, binary convolution and related work. Section III presents our proposed binary convolutional block with its array organization as well as the bitcount circuit. Section IV shows our proposed binary convolutional block with its array organization. Section V concludes this paper.

II. BACKGROUND

In this section, we first present the necessary background about RRAM technology and RRAM dot product. We also introduce some generalities about binary convolution and we briefly review recent works about RRAM-based BNNs.

A. RRAM Technology

RRAM bitcells are two-terminal devices consisting of metal electrodes and a switching oxide stack [27]. By applying a programming voltage (denoted $V_{\text{prog}}$) between the two electrodes, the conductivity of the metal oxide can be changed leading to a switching event of the device between two stable resistance states: a Low Resistance State (LRS) and a High Resistance State (HRS), allowing them to store a logic binary data 1 or 0 respectively. Applying a positive $V_{\text{prog}}$ will induce a switching from HRS to LRS called a $set$ process. On the other hand, applying a negative $V_{\text{prog}}$ will induce a switching from LRS to HRS called a $reset$ process. In addition to the resistive property, a RRAM also introduces a parasitic capacitance $C_p$ between both electrodes [28], as shown in Fig. 1 (a). While $C_p$ will be considered in the simulations, we omit its device representation in the rest of this paper for clarity. Thanks to the filamentary conduction mechanism, the LRS can have a wide range of values, allowing RRAM to be used as multilevel cells and to perform dot product operations in an analog way, as it will be explained in Section II.C. However, RRAMs are subjected to different kind of variability (device to device and cycle to cycle [23]) which can impact their resistances values, greatly reducing their ability to act as precise multilevel cells. In addition, a tampered resistance value can lead to erroneous outputs when using RRAMs for computation. Therefore, they need to be integrated in a tolerant and robust design. To precisely control the LRS value, a programming structure is used to efficiently program the RRAMs and provides a programming current denoted $I_{\text{prog}}$.

In this paper, we consider the 4Transistors IRRAM (4T1R) structure, depicted in Fig. 1 (a), since it provides a larger current density and leads to more area efficient designs [29]. The 4T1R programming structure employs two pairs of nmos and pmos transistors in order to trigger a $set$ or a $reset$ process. For instance, if transistors P0 and N1 are turned on through signals $BL_0$ and $WL_1$, the voltage across the RRAM device is $V_{\text{prog}}$ and triggers a $set$ process, as shown in Fig. 1 (b). As depicted in Fig. 1 (a), the nmos and pmos programming transistors are controlled by word line ($WL_1$) or bit line signals ($BL_i$) respectively. As such, when using several 4T1R programming structures, a memory bank organization can be used to route the signals, using parallel word lines and bit lines, as illustrated in Fig. 1 (c). In order to provide a large programming voltage range (in this paper, we consider $V_{\text{prog}} = 2 \times V_{\text{DD}}$) without using I/O transistors (which occupy more area and introduce higher capacitance), a deep N-well can be used [28], as illustrated in Fig. 1 (d). In this example, a part of the 4T1R programming structure is driven by a constant voltage domain $V_{\text{DD}}$ and $GND$. The other part is placed on a deep N-well and is driven by a switchable voltage domain $V_{\text{DD,well}}$ and $GND_{\text{well}}$. As such, the voltage across the RRAM device during a $set$ or $reset$ operation can reach $V_{\text{prog}}$ and $-V_{\text{prog}}$ respectively by switching $V_{\text{DD,well}}$ and $GND_{\text{well}}$ to the proper values, while the voltage among each transistor terminal is at most $V_{\text{DD}}$. This eliminates any breakdown risk or reliability degradation on
the transistors. More details about the use of deep N-wells and the programming schemes using RRAMs can be found in [28].

B. Limitations of Analog Dot Product With RRAMs

Besides being used as memory elements, RRAMs can be arranged into crossbar passive arrays (without any access transistors) to perform analog dot products [30], as illustrated in Fig. 2 (a): the output currents ($I_{out}$) are the sum of the currents flowing through each RRAM cell and each current is itself the product of the input voltage times the conductance of the RRAM. Due to the high theoretical density of RRAM, this can lead to great benefits in terms of area [16], [31]. However, such analog dot product array faces several fundamental limitations: (i) It requires the use of Analog-to-Digital Converters (ADCs) and Digital-to-Analog Converters (DACs) which are area and power hungry; (ii) The continuous-valued RRAM resistances are hard to control due to process variation [25], especially for passive array when no programming structure is used. We illustrate such kind of situation in Fig. 2 (b) where we assume that the resistance values are not ideal but have suffered from process variation (more than 20% from their nominal value, as reported in literature on real devices [32]). In particular, we assume the resistance values shifted from their nominal value of 1000Ω to 1200Ω and 1100Ω respectively. As shown in Fig. 2 (b) it can alter the final current value ($1.74\text{mA}$ instead of $2\text{mA}$), potentially leading to incorrect values at the ADC output. In the example, we consider an 8-bit ADC and a 1V reference voltage, as it is the case in the well accepted ISAAC architecture [16].

![Fig. 2. RRAM-based analog dot product: (a) Ideal; (b) In the presence of variations.](image)

In the presence of RRAM variations, as shown in Fig. 2 (b) it can alter the final current value ($1.74\text{mA}$ instead of $2\text{mA}$), potentially leading to incorrect values at the ADC output. In the example, we consider an 8-bit ADC and a 1V reference voltage, as it is the case in the well accepted ISAAC architecture [16]. The first ADC outputs 1V ($11111111$ in 8-bit binary format) while the second ADC output is 0.87V ($11011110$) due to RRAM variations, leading to possible erroneous computation (for instance, in the case of a machine learning accelerator such as ISAAC, it has been reported that RRAM variations can cause an error rate distribution of up to 14.5% [33]). These limitations can be partially alleviated when the convolution is performed in a binary way, since the RRAMs only require two distinct resistance states. In that case [13], the summation results in a binary value through a Comparator Sense Amplifier (CSA). Nevertheless, CSAs still require a large area and are also subjected to failure due to the offset voltage induced by process variations [34]. To overcome these limitations, we will show how the convolution can be performed in a fully digital way through XNOR and bitcount operations, as explained in Section II-C.

![Fig. 3. Convolution between two vectors with: (a) Real values; (b) Binary values ($-1$ or $+1$).](image)

C. XNOR-Based Binary Convolution

A convolution between two real value matrices (a filter and an input matrix) consists of a repeated shift operation which moves the filter over the input and dot product which performs element-wise multiplications between the filter and the input. On Fig. 3 (a), we show a convolution between two vectors (which is a dot product) using real values. The dot product is the sum of products between the elements of the two vectors. As shown in Fig. 3 (b), by constraining the input and the filter matrix values to binary values ($-1$ or $+1$), the sum of products is replaced by XNOR and bitcount operations, as explained in [11]. Using binary values can considerably reduce the complexity of the convolution with up to $58\times$ speed-up (in terms of number of the high precision operations) and up to $32\times$ less memory usage [11]. As a result, it can considerably improve the overall performances of CNNs where convolutions account for over 90% of the total number of operations [35]. Note that those benefits are achieved while ensuring a high accuracy (less than $\approx10\%$ accuracy reduction compared to the full floating-point implementations [11]). More information about how to digitize a network can be found in [11], [12], and [36].

D. Related Work

As the computational complexity of CNNs keeps increasing, several approaches have been proposed to optimize their energy efficiency and make them suitable for embedded devices. Recent works [6]–[9] proposed to improve the data-movement flow by increasing the data reuse and avoiding redundant memory accesses, which have a huge contribution in the total energy consumption. Kim et al. [10] proposed a methodology to tolerate bit errors resulting from aggressive memory voltage scaling in neural networks and thus, reducing the total energy of the network. In parallel, the use of RRAM devices to further improve the energy efficiency of CNNs has shown great interest in the past few years. Shafiee et al. [16] proposed to use RRAM devices to store the weights and perform an analog dot product. However, as stated in Section II-B., the resistance precision of RRAM is limited by the use of ADCs and DACs to interface the analog RRAM array to the digital peripheral circuits. In addition,
those components consume a lot of power and area, mitigating the benefits of such implementation. Furthermore, recent works [13], [14] proposed to perform dot products through RRAMs in a binary way with the use of CSAs or reduced precision ADCs by only using two bit-levels RRAM cells, improving both the energy efficiency and the robustness of their implementations against RRAM process variations. However, they did not study design issues such as the offset voltage of the Sense Amplifiers (SAs), potentially leading to operational failure [34]. A recent work [15] proposed a parallel XNOR-RRAM array using CSAs. They showed that by carefully partitioning the RRAM-array, the SA offset issue was alleviated and their proposed architecture was robust against CMOS and RRAM process variations. However, they assumed very optimistic RRAM resistance variation (4.5% where some work reported around 20% of resistance variation [32]) for their study, possibly resulting in an operation failure under realistic assumptions. Moreover, most of the recent works either did not investigate the impact of RRAM process variations at the circuit level [14], [16], [20]–[22] or mainly focused on the architectural level and they lack of proper circuit level evaluations [13], [14], [16]. In addition, some circuit level assumptions were not considered such as the sneakpath current when reading or how to program the RRAM array. This paper intends to fill those gaps. In this work, we show how to perform a dot product in a fully digital manner through XNOR operation without the need to sense the output current. In addition, we provide clear circuit level evaluations for area, energy and robustness under RRAM and CMOS variations of our proposed binary dot product engine.

III. PROPOSED BINARY CONVOLUTIONAL ENGINE

In this section, we introduce our implementation of a RRAM-based binary convolution engine. First, we present some generalities about our binary convolutional engine. Then, we describe the working principle of the RRAM-based cell as well as its array organization. Finally, we present the external bitcount circuit design. Note that the proposed engine is only used for inference.

A. Generalities

Since a binary dot product can be performed by XNOR and bitcount operations, we develop an RRAM-based XNOR array capable of performing a dot product in a single cycle. A convolution between two matrices resulting in an output matrix in which each element is a dot product, our engine can realize a convolution sequentially where each step consists of a binary dot product. Our array performs in-memory computation: the binary kernel values are stored in the RRAMs as resistance values and XNOR operations are performed between the kernel $K_i$ and the input vector $A$. In that way, our proposed block is capable of performing a fully binary dot product and does not rely on an analog sum of currents. By storing the filter values in the RRAMs, the number of data movements is reduced, greatly decreasing the overall energy consumption as it will be demonstrated in Section IV.

Fig. 4 (a) depicts the general structure of our convolutional engine (* indicates a dot product). As mentioned before, the binary kernel values (vectors $K_i$), that need permanent storage and that do not need frequent writing, are stored in the RRAMs as binary values in each row. That means that the RRAM array requires $m$ rows if $m$ different binary filters need to be stored in the array. By selecting the appropriate filter (vector $K_i$) and applying the input matrix binary values (vector $A$) as input voltages to the array, the dot product between $A$ and $K_i$ is performed through XNOR and bitcount operations. As explained in Section II-C, in binary convolution, each input and kernel value is either $-1$ or $+1$. In our design, we transpose the $-1/+1$ encoding into $0/1$ to allow easy digital implementation. However, when using $-1$ and $+1$ encoding, all the values are summed to obtain the final dot product which will be between -$n$ and $n$ if the input vectors are of size $n$, as shown in Fig. 4 (b). With 0 and 1, the output is necessarily positive and will be between 0 and $n$. Therefore, the bitcount operation is modified through a combinational bitcount circuit (described in Section III-D) to include a negative bias, as depicted in Fig. 4 (c). This negative bias, denoted as $n_{bf}$ in the figure, is the number of 0 in the dot product since $-1$ is encoded into 0.

B. RRAM-Based XNOR Cell Working Principle

Based on the circuit topologies presented in [37] and [38], we introduce a RRAM-based XNOR cell. As illustrated in Fig. 5 (a), it is composed of three parts: a precharge circuit that loads both outputs to $V_{DD}$ before the reading phase, a programming circuit to write the appropriate $k$ value to the RRAMs and the read-out circuitry to perform the XNOR operation between $a$ (the input matrix value) and $k$ (the kernel matrix value, stored as the RRAM resistance). In our proposed RRAM-based XNOR bitcell, the bottom part is enclosed in a deep N-well in order to use high programming voltages of $2V_{DD}$, as explained in Section II.A. The XNOR bitcell has two modes of operation: a kernel store phase, during which the RRAM cells are programmed with the appropriate kernel value and a computing phase during which the XNOR operation is performed.
follows: first, \( V_{DD} \) is raised from \( GND \). This means that transistor \( T_1 \) is off. The transistors \( N_1 \) and \( N_2 \) are programmed to LRS. \( R_1 \) is programmed to HRS by turning off transistors \( N_1 \) and \( N_2 \) and turning on transistors \( P_0 \), \( P_1 \), \( P_2 \), \( N_0 \), and \( N_1 \), as illustrated in Fig. 5 (c). If we consider \( k=1 \), \( R_1 \) is programmed to LRS and \( R_2 \) is programmed to HRS in a similar way.

2) Inline Kernel Computing Phase: The computation of an XNOR between an input \( a \) and a kernel \( k \) stored in the memory is performed as a single memory readout thanks to the XNOR sense amplifiers. The read sequence goes as follows: first, \( V_{DD,well} \) and \( GND_{well} \) are switched to \( V_{DD} \) and \( GND \) respectively. We set \( \text{prog} = 0 \) and \( \text{disch} = 1 \) hence nodes \( \text{out} \) and \( \overline{\text{out}} \) are grounded through the RRAMs and transistor \( T_1 \), as shown in Fig. 5 (d). During this phase, the complementary resistances of the RRAMs modulate the discharge current (the discharge paths are highlighted in gray): the branch with the RRAM in LRS is discharged faster than the branch with the RRAM in HRS. Once \( \text{out} \) or \( \overline{\text{out}} \) reaches the voltage \( V_{DD} - V_{th,PMOS} \) (\( V_{th,PMOS} \) denotes the threshold voltage of transistors \( L1 \) and \( L2 \) in Fig. 5 (d)), it turns on the associated pmos, pulling up the other node (\( \overline{\text{out}} \) or \( \text{out} \)) to \( V_{DD} \).

The resulting output, depending on \( a \) and the value stored in \( k \), implements an XNOR. Fig. 5 (d) illustrates an example with \( a = 1 \) and \( k = 0 \) (so \( R_1 \) is in HRS and \( R_2 \) is in LRS). Since \( R_2 \) is in LRS, the right branch will discharge faster than the left one. Hence, transistor \( L1 \) will be turned on in first, setting node \( \overline{\text{out}} \) to \( V_{DD} \), resulting in a correct XNOR operation. The experimental results section will demonstrate that such structure presents a large tolerance to RRAM variability since the discharge operation phase is successful even for very small HRS/LRS ratio.

C. RRAM-Based XNOR Array Organization

From the bitcell previously described, it is possible to split it and organize several cells into a matrix. Fig. 6 (a) shows a \( m \times 1 \) RRAM matrix array, where \( m \) is the number of the different filters to be stored and \( l \) is the number of elements of the output matrix (as an example, storing 10 \( 3 \times 3 \) filters would require a \( 10 \times 9 \) array). From the proposed bitcell structure of Fig. 5 (a), all the XNOR part is shared between all the \( 4 \) Transistors \( 2 \) RRAMs structures in each pair of column and is put at the bottom acting as a digital sense amplifier. Similarly, the programming circuits are shared at each column and row to be able to individually address all the RRAMs. Sharing the programming transistors also allows parallel programming. In addition, the sneakpath current issue is alleviated since only one row is selected at a time through \( E_{N_x} \) (\( x \in [0, m - 1] \)). As depicted in Fig. 6 (b), a convolution between an input feature map matrix and a 2D kernel matrix leads to an output feature map matrix with \( n^2 \) elements. Each 2D kernel is unrolled into a 1D vector so the \( n^2 \) kernels values are encoded in the \( n^2 \) pairs of RRAMs (here, \( n^2 \) is the number of columns in the array of Fig. 6 (a) so \( n^2 = l - 1 \)). Element \( o_{i,j} \) is obtained by performing the dot product between the appropriate input matrix values coming...
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Fig. 6. (a) RRAM-based XNOR m×l array organization; (b) Binary dot product example (oij is computed) between two n×n matrices.

Fig. 7. (a) General structure of the bitcount circuit; (b) Encoding and final dot product value for a 4-bit input vector.

from the memory (a0,0,…,a0,n−1) and the kernel values (k0,0,…,k0,n−1) stored in the RRAMs by selecting the appropriate row through signal En, as depicted in Fig. 6 (a). Each signals outi (i ∈ [0, n2]) are then summed together through an external circuit to perform the bitcount operation, as explained in section III-A. The convolution is therefore performed in n2 steps since the output is an n2-elements matrix.

D. Combinational Bitcount Circuit

As explained in Section III-A, we need to count the number of 0 to evaluate the final output of the dot product. The bitcount circuit takes the l signals (outi) from the XNOR array as inputs and produces a signed value on l+1 bits (+1 for the signed bit), depending on the number of 0. Since the bitcount circuit outputs only depend on the number of 0, so the bitcount circuit inputs, it is fully combinational. Instead of explaining the general behavior of our circuit for l inputs, we provide an example for four inputs (so four signals outi coming from the RRAM-based XNOR array), as illustrated in Fig. 7 (a). Since the bitcount circuit receives four inputs, the final output is between −4 and +4. Therefore, four bits are required to represent all the possible values as a signed binary number, as listed in Fig. 7 (b).

IV. EXPERIMENTAL RESULTS

In this section, we demonstrate the benefits of our RRAM-based XNOR architecture. We first show the energy benefits and robustness of our architecture at the circuit level and then benchmark the performance in terms of energy saving and power consumption reduction at the architectural level by evaluating two cases: (i) A convolution in the context of a fundamental image processing operation: dilation; (ii) The integration of our convolutional block in a state-of-the-art RRAM-based hardware accelerator: ISAAC [16].

A. Circuit Level Evaluation

1) Experimental Methodology: Transient simulations have been performed using a 28nm FDSOI design kit. We considered the Stanford RRAM compact model [39] with programing voltages \( V_{\text{SET}} = |V_{\text{RESET}}| = 0.9V \). The lowest achievable resistance in LRS is 1.7k\( \Omega \) while the highest resistance in HRS is 23M\( \Omega \). The parasitic capacitance \( C_p \) of a RRAM device is estimated to be 39aF by assuming that the RRAMs are sandwiched between MET1-MET2 vias in the considered technology. Logic and programming transistors are minimum sized. They have a nominal supply voltage \( V_{DD} = 1V \). Delay and power results are extracted from Eldo simulations. In this work, we use a high programming voltage \( V_{\text{PROG}} = 2 \times V_{DD} \), as discussed in Section III-B.

2) RRAM-Based XNOR Operator Transient Simulation:

First, we considered a 128×128 RRAM-based XNOR array to test its functionality and show that large arrays can be considered. Fig. 8 (a) shows the waveforms of the XNOR output signal (outi) for different input combinations (a0 and k0). A first phase (not shown in the figure) was dedicated to program the RRAMs sequentially (although some parallelism is possible by programming RRAM cells which are column
and row independent from each other at the same time). Then, the operating phase is conducted, showing that the RRAM-based XNOR cell operates correctly for the different input cases. To be able to show different values for $k_0$ without reprogramming the associated RRAM cell during simulation (for the clarity of Fig. 8 (b)), we used two enable signals ($E_{n0}$ and $E_{n1}$). As depicted in Fig. 8 (b), when $E_{n0}$ is enabled, the left RRAM is in LRS and the right RRAM is in HRS, leading to an equivalent logic value for $k_0$ of 1. When $E_{n1}$ is enabled, the equivalent logic value of $k_0$ is 0.

3) Bitcount Circuit: The bitcount circuit organization is depending on the number of columns in the array. For instance, when considering a $128 \times 128$ array, the number of 0 is at most 128. That means that the dot product value is ranging from $-128$ to 128. As a result, the bitcount output is a 9-bit signed number. We described the bitcount circuit behavior in Verilog where the number of 0 is counted through combinational logic and the appropriate signed output value is produced. We then synthesized the considered bitcount circuit with Synopsys Design Compiler. The output netlist is fully combinational and contains 476 cells of various types (AND/OR/INV/AOI, etc.).

4) Energy Benefits: We then evaluated the energy breakdown of our proposed RRAM-based XNOR array and compared it to a standard CMOS XNOR implementation. Energy repartition for both cases are shown in Fig. 9. At the circuit level, our convolutional block consumes more energy than its CMOS counterpart due to the presence of RRAM devices and additional periphery. However, when taking into account the cost of main memory accesses from [40], the total energy of our block is 1.9$\times$ lower than the CMOS implementation since it requires half as much memory accesses.

5) Robustness Analysis: We then assessed the circuit robustness of our proposed array, considering CMOS transistor variations (provided by the foundry) and supposed RRAM variability. For sake of the capability of our workstation to run large Monte Carlo simulations, we considered a $25 \times 25$ array (sized to store 25 $5 \times 5$ kernels). We assume that the LRS and HRS follow a Gaussian distribution. The measured nominal values from simulations for LRS and HRS are 284 $k\Omega$ and 14.7$M\Omega$ respectively and are taken as the mean values, denoted by $\mu$(LRS) and $\mu$(HRS) respectively. Note that the nominal LRS value is higher than the lowest LRS value achievable by the VerilogA model. This is due to the fact that the programming parameters (programming voltage and current) are not optimal since we used minimum sized programming transistors to save area and the access transistors imply a tension drop at the top electrode of the RRAMs. We study the robustness of our array for different values of the standard deviations $\sigma$(LRS) and $\sigma$(HRS) by running Monte Carlo simulations (1000 points for each variation value), as shown in Fig. 10. This results in zero XNOR operation failure on the array for $\sigma$(LRS) = $\sigma$(HRS) $\leq$25%, demonstrating the robustness of our proposed architecture. This is due to the fact that our structure does not require a high HRS/LRS ratio (1.09 in our case) to behave correctly.
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B. Application: Image Processing Dilation

1) Methodology: In this section, we evaluated the energy of a fundamental image kernel application using convolution: dilation. We used Gem5 [41] for system simulation on an ARMv7-A architecture which is widely used in mobile devices. In our analysis, we consider three cases: (i) A standard 16-bit CMOS MAC unit; (ii) A standard CMOS XNOR circuit; (iii) Our proposed RRAM-based XNOR convolutional block. We studied the estimated cost of a convolution for an input image of size $512 \times 512$ pixels using the three different blocks. C programs have been written and fed to Gem5 to emulate the convolution between the input image and the filters in order to get the number of memory accesses between the main memory and the processor. Energy consumption per bit for dual data rate memory accesses are extracted from [40]. Energy consumption values for the logic computations have been extracted from HSPICE simulations [42] at the circuit level for the RRAM XNOR case, and the energy for the CMOS XNOR circuit is extracted from Design Compiler, both using the 28nm FDSOI design kit. The energy of the CMOS MAC unit is taken from [43].

2) Energy Benefits: Table I presents the energy consumption for the three cases for the input image and dilation filters of different size: $3 \times 3$, $5 \times 5$, $7 \times 7$ and $11 \times 11$, which are commonly used in binary image processing applications [44]. The proposed RRAM-based XNOR architecture can save up to $2.23 \times$ of energy and the delay is reduced by up to $2.59 \times$ when compared to conventional MAC operators since MAC operators are more costly than standard CMOS gates and that weights are already stored in the RRAMs so less memory accesses are required.

C. BISAAC: Binary Convolutional Block in a State-of-the-Art Hardware Accelerator

1) BISAAC Chip Organization and Methodology: In this section, we evaluated the benefits of our binary convolutional block in the state-of-the-art RRAM-based accelerator ISAAC [16], in its CE configuration. We chose ISAAC as a baseline architecture since it is a well-established reference and its seminal paper provides all the necessary circuit level area and energy results for a fair comparison. However, our proposed convolutional block is generic and could be used in many other binary accelerator architectures. In ISAAC, each chip is composed of several tiles, as shown in Fig. 11 and each tile consists of 12 In-situ Multiply Accumulate (IMAs). Each IMA consists of eight 1 Transistor $1 \text{RRAM} 128 \times 128$ crossbars and several peripheral circuits to work with analog signals: ADCs, DACs, Shift and Add ($S+A$), Sample and Hold ($S+H$). However, as discussed in Section II-B, analog dot product functionality is limited by RRAM variability. We showed in Section IV-A.5 that our proposed binary dot product engine can tolerate a high variability on RRAM devices. We therefore introduce BISAAC as a fully binary version of ISAAC by replacing all the analog computations based on RRAM by our proposed engine. Our architecture can bring great robustness against variability as well as energy benefits as it will be demonstrated in Section IV-C.2. For a fair comparison, we first show how ISAAC could support BNNs. Instead of being a multi-level cell, each RRAM cell can represent a single bit and each binary synapse can be represented...
by two 1-bit cells which will be located in the same column, but in two different rows, as illustrated in Fig. 12. The synapse values are $-1$ or $+1$ depending on the RRAM resistance states $R_T$ and $R_B$. To execute a XNOR operation, the voltages on the columns are set to $V_b = -V_i = V$ and the output is given by the current $I = (R_b - R_T) \times V$. As such, a $128 \times 128$ array is still capable of producing 128 binary dot products in a single cycle. In BISAAC, the global tile organization of ISAAC is maintained. The only difference is the IMA organization since they are now using our proposed RRAM-based XNOR array. Consequently, in BISAAC, the ADCs, DACs, S+H and S+A are not required anymore and are replaced by the combinational bitcount circuits and the proposed XNOR SAs to perform binary operations. The power values of the whole RRAM array (and its XNOR SAs) are obtained from HSPICE simulations [42]. Since the array is large, we also considered the presence of output buffers for each column in order to restore the out and out signals. Compared to ISAAC, we scaled our design from 28nm to 32nm for an apples to apples comparison. For the area estimation, we first draw a full-custom layout of the RRAM array and its associated XNOR SAs on Cadence Virtuoso. The bitcount circuit has been generated with Synopsys Design from Verilog netlists, as explained in Section IV-A.3 and integrated into a Place & Route flow with Cadence Innovus in order to obtain the layout of a $128 \times 128$ RRAM-based XNOR array, as presented in the next subsection.

2) BISAAC Energy and Area Breakdown: Fig. 13 shows the area repartition of the different blocks of the array after the Place & Route step. Even if each column feed a XNOR sense amplifier, the total XNOR area is only 8.4% of the total area since those cells are relatively small (10 transistors per XNOR), when compared to conventional ADCs used in ISAAC (where they were sharing ADCs among IMAs to save power and area). In addition, we placed the XNOR SAs at the top and the bottom of the array, to ensure a small array area while respecting the pitch matching between the columns and the XNOR SAs. In total, the periphery (bitcount circuit, output buffers and XNOR SAs) occupies 38.1% of the total area, which is relatively low since we used single sense ending. Table II shows the area and power value for ISAAC and BISAAC. In our proposed architecture, since each column requires two RRAM cells and two access transistors (instead of one RRAM cell and one access transistor in the case of ISAAC), we consider that the RRAM array parts of the whole architecture consumes twice the area when compared to ISAAC. However, this not does lead to an area overhead (BISAAC is still 0.7% smaller than ISAAC) since our architecture does not require large ADCs and DACs. In addition, the total power consumption of ISAAC is 65.8W while BISAAC only consumes 24.4W, leading to a power reduction of $2.7 \times$. Again, this is mainly due to the fact that the power hungry ADCs and DACs are not required in our design.

3) BISAAC Performances and Parallelism Opportunities: While our proposed convolutional block is sequential, it still achieves the same level of throughput than ISAAC. In ISAAC, 128 dot products can be performed in a single cycle (100 ns) due to the parallelism opportunities brought by analog RRAM arrays. However, the overall speed is limited by the ADC sampling rate (1.28 GHz) since each dot product has to be processed through the same ADC sequentially. In BISAAC, the speed is limited by the crossbar array reading time, which is about $771 \text{ ps}$ for a $128 \times 128$ array from SPICE simulation. As a result, in 100 ns, BISAAC is able to produce 129 dot products which is roughly in the same order than ISAAC. As a result, in 100 ns, BISAAC is able to produce 129 dot products which is roughly in the same order than ISAAC. While our proposed convolutional block is sequential, it still achieves the same level of throughput than ISAAC. In ISAAC, 128 dot products can be performed in a single cycle (100 ns) due to the parallelism opportunities brought by analog RRAM arrays. However, the overall speed is limited by the ADC sampling rate (1.28 GHz) since each dot product has to be processed through the same ADC sequentially. In BISAAC, the speed is limited by the crossbar array reading time, which is about $771 \text{ ps}$ for a $128 \times 128$ array from SPICE simulation. As a result, in 100 ns, BISAAC is able to produce 129 dot products which is roughly in the same order than ISAAC. As a result, in 100 ns, BISAAC is able to produce 129 dot products which is roughly in the same order than ISAAC. However, this not does lead to an area overhead (BISAAC is still 0.7% smaller than ISAAC) since our architecture does not require large ADCs and DACs. In addition, the total power consumption of ISAAC is 65.8W while BISAAC only consumes 24.4W, leading to a power reduction of $2.7 \times$. Again, this is mainly due to the fact that the power hungry ADCs and DACs are not required in our design.

![Fig. 12. ISAAC synapse organization for BNN support.](image1.png)

![Fig. 13. Layout of a RRAM-based XNOR $128 \times 128$ array and its peripheral circuits with the area repartition of the different blocks.](image2.png)
TABLE II

ISAAC-CE [16] AND BISAAC AREA AND POWER COMPARISON

<table>
<thead>
<tr>
<th>Component</th>
<th>ISAAC-CE [16]</th>
<th>BISAAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Power (mW)</td>
</tr>
<tr>
<td>Tile periphery</td>
<td>1</td>
<td>40.9</td>
</tr>
<tr>
<td>Hyper Tr</td>
<td>1</td>
<td>10.4</td>
</tr>
</tbody>
</table>

IMA properties (12 IMAs per tile)

<table>
<thead>
<tr>
<th>1 IMA = ADC + DAC + S+H + S+A + IR + OR + RRAM array</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC 8 16 mW 0.0096</td>
</tr>
<tr>
<td>DAC 8×128 4 mW 0.0017</td>
</tr>
<tr>
<td>S+H 8×128 10 μW 0.00004</td>
</tr>
<tr>
<td>S+A 4 0.2 mW 0.00024</td>
</tr>
<tr>
<td>IR 1 1.24 mW 0.0021</td>
</tr>
<tr>
<td>OR 1 0.23 mW 0.00077</td>
</tr>
<tr>
<td>RRAM array 8 2.4 mW 0.0002</td>
</tr>
<tr>
<td>IMA total 12 289 mW 0.157</td>
</tr>
</tbody>
</table>

1 Tile total (12 IMAs + periph.)

| 330 mW 0.372 |

168 Tile total

| 55.4 W 62.5 |

Chip total (tiles + hyper tr)

| 65.8 W 85.4 |

IMA properties (12 IMAs per tile)

<table>
<thead>
<tr>
<th>1 IMA = BC + IR + OR + RRAM array + XNOR SA + output buffers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcount circuit (BC) 8 3.96 μW 0.0061</td>
</tr>
<tr>
<td>RRAM array + XNOR SAs + output buffers 8 2.0 mW(3) 0.00387(3)</td>
</tr>
<tr>
<td>IMA total 12 42.5 mW 0.154</td>
</tr>
</tbody>
</table>

1 Tile total (12 IMAs + periph.)

| 83.4 mW 0.369 |

168 Tile total

| 14 W 61.9 |

Chip total (tiles + hyper tr)

| 24.4 W 84.8 |

(1) Periphery: eDRAM buffers, eDRAM-to-IMA buses, routers, signoids, S+H, MaxPool and OR [16].
(2) Hyper Transport serial link. More details about this component can be found in [16].
(3) Considering the RRAM arrays as well as the XNOR SAs and the output buffers. For the RRAM array, each column requires twice the number of RRAM cells and access transistors when compared to ISAAC so the area is doubled.

Fig. 14. Parallelism possibilities by mapping 14 kernels of size 3×3 into a single row having 128 columns.

V. CONCLUSION

In this paper, we proposed a fully binary RRAM-based convolutional engine that performs digital dot product operations, without relying on an analog sum of currents. Electrical simulations at the 28nm technology node showed that our design can tolerate a high RRAM variability (σ/μ = 25% for a HRS/LRS ratio around 50) without any failure, showing the robustness of our architecture against RRAM and CMOS process variations. The low tolerable HRS/LRS ratio (1.09) opens the opportunity for using other memory technologies such as Spin-Transfer Torque RAM. Architectural evaluations showed that the energy can be reduced by 2.2× compared to conventional MAC operators for a binary image dilation. In addition, our convolutional block can be used in BNNs, which can ensure a high accuracy (within 10% reduction compared to the full precision networks) by being integrated into a state-of-the-art RRAM-based hardware accelerator such as ISAAC. In that case, we showed that the overall power consumption can be reduced by 2.7× compared to its conventional analog structure.
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